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Abstract ― This research was conducted in an 

effort to minimize the occurrence of road 

traffic accidents. In this study detected the 

level of fatigue and sleepiness from the driver's 

face video based on the extraction of eye and 

mouth features using the CNN method. The 

dataset in this study is 300 data with 3 different 

classes namely drowsiness 100 data,  sleepy 100 

data and normal 100 data. The number of 

epochs used in research to achieve high 

accuracy is as much as 50. In the test results it 

is known that the validation of accuracy has 

increased in each of the input layer results. 
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I. INTRODUCTION 

In driving, drivers often ignore their 

physical condition, from fatigue to drowsiness. 

Fatigue or sleepiness, these two factors are the 

cause of most road traffic accidents. Driving in a 

sleepy state is a very big problem when we are on 

the road. Driving in a sleepy state can result in 

accidents, both minor accidents and accidents that 

are very severe and even result in death[1-3]. 

Drowsiness is a concern in safety, 

especially for drivers who need high 

concentration where the driver is required to stay 

focused for a long time. Driver drowsiness is a big 

influence on road accidents. This can be 

prevented by using technological capabilities[2-

3]. 

To prevent accidents that are not desired, it 

is necessary to build a sleepy detection system on 

the driver. In this case it is expected to be used as 

a support to help reduce the number of accidents 

that occur on the road[4]. 

Convolution Neural Networks (CNN) is a 

category of Neural Networks that has proven to be 

very effective in areas such as image recognition 

and classification. CNN was first developed under 

the name NeoCognitron by Kunihiko Fukushima, 

who is a researcher from NHK Broadcasting 

Science Research Laboratories, Kinuta, Setagaya, 

Tokyo, Japan. The concept was further developed 

by Yann LeChun, a researcher from AT&T Bell 

Laboratories in Holmdel, New Jersey, USA[5]. 

From the problems that have been studied, 

in this study it has been proposed that the 

detection of sleepiness from the video of the 

driver's face based on the extraction of eye and 

mouth features using the Convolution Neural 

Networks method. To produce a more accurate 

classification of eye and mouth feature extraction 

this study uses a CNN method model[6]. 

II. RESEARCH METHODS 

In this research the process is divided into 

two, namely the formation of a dataset and the 

design of parameters. The formation of the dataset 

discusses how to prepare data for this study, while 

the design of parameters discusses what 

parameters are used when conducting trials in this 

study. 

A. Dataset Formation 

In this study there are 3 different dataset 

classes with a total of 300 data. Details in detail in 

the dataset are: Drowsiness 100 data, Sleepiness 

100 data, and Normal 100 data. The sample data 

can be seen in Figure 1. 

 

a. Drowsiness 
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b. Sleepiness 

 

c. Normal 

Figure 1. Examples of data from each class 

In the RGB image, the drowsiness dataset 

formation stage is explained in detail as follows: 

1. Taking done with a program that has been 

made to look for faces, then determine the 

location of the eyes and mouth to avoid 

interference with the background, the image 

is changed to black, and only the eyes and 

mouth have color[7]. 

2. In collecting data manually done one by one 

with various conditions between sleepiness 

and sleepy. 

3. Then the image obtained from point 2 is 

resized and equated with other images. After 

changing and matching, the image will be 

saved. 

The design of the process of forming a dataset 

can be seen in Figure 2 below. 

 

Figure 2. Dataset Formation Process 

 

 

B. Parameter Design 

The design parameters in this study use the 

CNN model architecture. Convolutional Neural 

Netwok (CNN) is a scientific field in the field of 

machine learning that is developing quite rapidly, 

especially for classifying images[8]. There is also 

an architectural arrangement of the CNN model 

shown in Figure 3. 

 

        

 

 

 

Figure 3. CNN Architecture 

Input image in this study is 200x200. The 

batch size used for training is 32[9]. While the 

dataset used in this study consists of 3 different 

classes. Next is to determine the number of 

epochs or iterations that we use for training. The 

number of epochs used in research to achieve high 

accuracy is as much as 50. Then there is a number 

of filters included in the convolution process. At 

the convolution stage, 64 filters were used. 

Table 1. Testing the Parameters 

 

 

 

 

 

 

 

 

 

 

 

In table 1 it has been explained that to get 

high accuracy values, iterated 50 times. 

III. RESULTS AND DISCUSSION 

At this stage, it is discussed about the 

results of the training and testing conducted and 

the output of the models that have been made. 

After going through the training process, the 
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program will display the output in the form of 

accuracy values from the training and validation 

for each iteration[10]. In the test results it is 

known that the validation accuracy has increased 

in each input layer results. To see in detail the 

results of the trial here the author will show the 

graph in Figure 4. 

 

 

Figure 4. Accuracy and Loss Gradient Graphs 

 

Table 1 explains the average value of 

accuracy and data loss. Each is explained in detail 

in table 2. 

Table 2. The average value of the trial results 

 

From the value of the trial results in table 2, a 

display has been generated in the program as 

shown in Figure 5. The outputs of the program are 

listed in 3 different labels, they are drowsiness, 

sleepiness, and normal. The highest level of 

validation accuracy is 96%. 

 

 

Figure 5. Program Trial 

IV. CONCLUSION 

Classification using Convolutional Neural 

Networks is able to handle complex features such 

as drowsiness, sleepiness, and normal labeling in 

the current study[11]. The process of forming a 

dataset is done manually one by one with various 

conditions between drowsiness and sleepiness. 

From the test results it is known that the 

validation accuracy has increased in each input 

layer results. The highest accuracy validation 

value is 96%. 
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